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Resumo

O presente Projeto de Conclusio de Curso apresenta uma fusdo de dois temas
atualmente muito importantes no estudo de classificagdo automatica de dados (parte
da area de estudos de Inteligéncia Artificial): Support Vecior Machines e treinamento
semi-supervisionado. O classificador apresentado no primeiro tema vem substituindo
as rede neurais em varias aplicagdes de automagio de tomada de decisdo; o segundo
tema, vem sendo estudado por vérios pesquisadores, numa tentativa de se utilizar
bases incompletas para o treinamento de classificadores de dados. Através do
programa MatLab, implementou-se uma SVM (a qual recebeu a denominacio de
SVMsst) de treinamento semi-supervisionado por transducdo. Para medir a
performance do classificador SVAfsst apos a execugio do treinamento, utilizou-se um
meétodo de testes que fornecia uma medida estatistica do desempenho da SVAfsst. Em
uma comparacdo da diferenca de desempenho de SVAfsst's treinadas de forma
supervisionada e semi-supervisionada, nfio se obteve methora significativa quando
do uso de transducdo. Porém, quando se utilizou da transdugdo para o treinamento
semi-supervisionado da SVMsst, seguido de re-treinamento do classificador,
diferencas positivas de desempenho foram alcangadas, demonstrando a validade da
implementagio da SVM de treinamento  semi-supervisionado. Como principal
conclusdo, a metodologia de treinamento semi-supervisionado, a partir de
transdugfio, aplicada em SVMs pode permitir ao possivel usudrio deste tipo de
classificador automatico de dados a utilizagdo de base de dados incompletas (ou ndo
completamente classificadas) para o treinamento destes, fazendo com (ue este
usuario aproveite o maximo de informaggo disponivel, o que n&o seria possivel com

um treinamento inteiramente supervisionado.
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1 Introdugio

Essa seg¢do introdut6ria procura contextualizar o atual significado de
inteligéncia artificial e suas correntes de pensamento ao longo do tempo, bem como
introduzir sucintamente as Support Vector Machines (SVMs) no cenario avangado da
area de inteligéncia artificial. Por fim, sdo descritas algumas aplicacdes recentes das

SVMs em areas de reconhecimento de padrdes.

1.1 O que é Inteligéncia Artificial (IA)? [1]

As correntes de pensamento que se cristalizaram em torno da IA ja estavam
em gestagdo desde os anos 30 [2]. No entanto, oficialmente, a TA nasceu em 1956
com uma conferéncia de verdo em Dartmouth College, NH, USA. Na proposta dessa
conferéncia, escrita por John McCarthy (Dartmouth), Marvin Minsky (Hardward),
Nathaniel Rochester (IBM) e Claude Shannon (Bell Laboratories) e submetida a
fundagdo Rockfeller, consta a intengdo dos autores de realizar “um estudo durante
dois meses, por dez homens, sobre o topico inteligéncia artificial”. Ao que tudo
indica, esta parece ser a primeira meng3o oficial a expressdo “Infeligéncia Artificial”
[3]. Desde seus primoérdios, a IA gerou polémica, a comegar pelo seu proprio nome,
considerada presungoso por alguns, até a defini¢do de seus objetivos e metodologias.
O desconhecimento dos principios que fundamentam a inteligéncia, por um lado, e
dos limites praticos da capacidade de processamento dos computadores, por outro,
levou periodicamente a promessas exageradas e s correspondentes decepges.

Dada a impossibilidade de uma defini¢io formal precisa para IA, visto que
para tanto seria necessério definir, primeiramente, a propria inteligéncia, foram
propostas algumas definigdes operacionais: “uma maquina é inteligente se ela é
capaz de solucionar uma classe de problemas que requerem inteligéncia para serem
solucionados por seres humanos” [4]; “Inteligéncia Artificial é a parte da ciéncia da
computagdo que compreende o projeto de sistemas computacionais que exibam
caracteristicas associadas, quando presentes no comportamento humano, &
inteligéncia” [2]; ou ainda, “Inteligéncia Artificial € o estudo das faculdades mentais

através do uso de modelos computacionais” [5]. Qutros se recusam a propor uma



definicBo para o termo e preferem estabelecer os objetivos da IA: “tornar os
computadores mais Titeis ¢ compreender os principios que tornam a inteligéncia

possivel” [6].

1.1.1 Histéria e épocas da TA [1]

Existem duas linhas principais de pesquisa para a construgio de sistemas
inteligentes: a linha conexionista e a linha simbélica. A linha conexionista visa 3
modelagem da inteligéncia humana através da simulagdo dos componentes do
cérebro, isto €, de seus neurbnios, e de suas interliga¢Bes. Esta proposta foi
formalizada inicialmente em 1943, quando o neuropsicélogo McCulloch e o légico
Piits propuseram um primeiro modelo matematico para um neurdnio. Um primeiro
modelo de rede neuronal, isto €, um conjunto de neurénios interligados, foi proposto
por Rosenblatt. Este modelo, chamado Perceptron, teve suas limitacBes
demonstradas por Minsky e Papert [7] em livro onde as propriedades matematicas de
redes artificiais de neurdnios sdo analisadas. Durante um longo periodo essa linha de
pesquisa ndo foi muito ativa, mas o advento dos microprocessadores, pequenos e
baratos, tornou praticavel a implementagdo de maquinas de conexiio compostas de
milhares de microprocessadores, o que, aliado a solugdo de alguns problemas
tedricos importantes, deu um novo impulso as pesquisas na area. O modelo
conexionista deu origem 4 area de redes neuronais artificiais.

A linha simbélica segue a tradi¢io logica e teve em McCarthy e Newell seus
principais defensores. Os principios dessa linha de pesquisa sdo apresentados no
artigo Physical symbol systems de Newell [8]. O sucesso dos sistemas especialistas
(SE) (do inglés, “expert system”), a partir da década de setenta, estabeleceu a
manipulagio simbolica de um grande nimero de fatos especializados sobre um
dominio restrito como o paradigma cofrente para a construgio de sistemas
inteligentes do tipo simbolico. Para facilitar a apresentago, vamos dividir a histéria
da IA simbolica em “épocas”, conforme proposto em relatorios internos do MIT

(Massachusetts Institute of Technology):

Classica (1956-1970)

» Objetivo: simular a inteligéncia humana.



Métodos: solucionadores gerais de problemas e logica.
Motivo do fracasso: subestimagio da complexidade computacional dos

problemas.

Roméntica (1970-1980)

Objetivo: simular a inteligéncia humana em situagSes pré-determinadas.
Métodos: formalismos de representagdo de conhecimento adaptados ao tipo
de problema, mecanismos de ligagio procedural visando maior eficiéncia
computacional.

Motivo do fracasso: subestimagdo da quantidade de conhecimento necessaria

para tratar mesmo o mais banal problema de senso comum.

Moderna (1980-1990)

Objetivo: stmular o comportamento de um especialista humano ao resolver
problemas em um domimo especifico.

Meétodos: Sistemas de regras, representago da incerteza, conexionismo.
Motivo do fracasso: subestimacgio da complexidade do problema de aquisi¢do

de conhecimento.

A seguir, pretende-se contextualizar o presente Projeto de Conclusio de

Curso dentro da época Moderna de estudos da Inteligéncia Artificial.

1.1.2 A época Moderna de estudos em IA e o projeto de *“Classificagio

Automatica de Dados com Support Vector Machines (SVMs) a Partir de

Bases de Dados Incompletas”

Pode-se verificar a partir da definigdo atual do que ¢ Inteligéncia Artificial

(ttem 1.1.1 — Historia e épocas da IA) que os métodos utilizados para “simular o

comportamento de um especialista humano ao resolver problemas especificos”

podem ser exemplificados por representagido da incerteza e conexionismo.

Como sera detalhado a seguir, o projeto estruturado pelo presente texto tem o

objetivo de construir uma maquina inteligente (uma Support Vector Machine (SVM),



que sera estudada nas se¢Bes a seguir) capaz de classificar automaticamente dados a
partir de uma base de dados incompleta. Como esta base de dados a ser classificada
estara incompleta, deve-se ter af uma definigdo e metodologia de como representar as
incertezas contidas nos dados desta base, j4 que estes nfio estio completos. Dessa
forma, a classificagio dos dados pela SVM construida devera ser acompanhada de
dados estatisticos, a fim de mostrar quais probabilidades envolvidas nas
classificagSes de dados de uma base incompleta.

Adicionalmente, como os dados deverio ser classificados, a SVM construida
deverd entender, ou aprender, quais semelhancas existentes entre dados de uma
mesma classe, e classifica-los de forma coerente. Entenda-se por coeréncia o fato de
que dados de uma mesma classe devem possuir analogias entre si, ou deve haver
conexionismo entre dados de uma mesma classe. Por exemplo, quando se diz que
uma magd pertence a classe frutas é porque intrinsecamente o0s seres humanos sabem
que existe certo conexionismo entre as caracteristicas de uma macé ¢ outras frutas, a
partir de um aprendizado continuo durante sua vida que lhe fornece conhecimento de
mundo suficiente para esta simples classificacdo. Esse conexionismo entre os dados
deve ser passado & maquina inteligente através de um algoritmo de aprendizagem, ou
treinamento (que serd mais detalhado posteriormente), apresentando 4 maquina os
dados a serem classificados, e esta extraindo o conexionismo existente entre os
elementos desse conjunto de treinamento. Isto seria anlogo a uma crianga, através
da observagdo didria do mundo, aprendendo a diferenciar sabores doces, salgados,
amargos e azedos dentro de um conjunto de alimentos a ela oferecida durante sua
fase de aprendizagem.

Na préxima secdo, sio apresentados maiores detalhes do que séo as Support
Vector Machines, ou os classificadores que serfio utilizados no presente Projeto de

Conclusio de Curso.



1.2 SVMs

1.2.1 SVMs — Pequena introducio sobre as pesquisas iniciais que resultaram

neste tipo de classificador de dados

O estudo de classificadores para o reconhecimento de padrdes vem
assumindo papel relevante para a analise de dados, e cada vez mais novas técnicas
sdo introduzidas e aperfei¢oadas para o melhor aproveitamentos desses dados e para
a correta analise e classificagio destes. Um dos recentes métodos propostos consiste
em uma classificador de dados chamado Support Vector Machines. Support Vector
Machines (SVM) é um tipo de técnica que pode ser usada para classificagdo de
padrBes e regressdo linear, proposta por Vapnik (Boser,Guyon e Vapnik,1992
[3];Cortes e Vapnik,1995 [4];Vapnik,1995 [5],1998 [6]). Qualquer que seja a tarefa
de aprendizagem, o SVM fornece um método para controlar a ccmplexidade,
independente da dimensionalidade do problema Para evitar a necessidade de se
definir e calcular os pardmetros do hiperplano 6timo em um espaco de alta
dimensionalidade, enfoca-se a forma dual do percepiron, o qual ndo usa o vetor peso
€ sim o produto interno das entradas, transformando o problema original em um
problema de otimizag¢io. Usando um niicleo de produto interno adequado (kernel), o
SVM calcula automaticamente todos os parimetros importantes da rede relativos

aquela escolha de nicleo.

1.2.2 SVMs

Nos anos 90, um novo tipo de estudo de algoritmos foi desenvolvido, baseado
em resultados de teorias de aprendizagem de estatistica: os chamados Support Vector
Machines (SVMs). Tal aprendizado foi se desenvolvendo até uma nova classe de
maquinas de aprendizagem que usa o conceito central de SVMs, que sdo os kernels,
para um grande numero de rotinas.

Kernels machines providenciam uma éarea de trabalho {(framework) modular
que podem ser adaptadas a diferentes tarefas ¢ dominios por uma escolha de uma

fungdo kernel e um algoritmo base. Atualmente, o conceito de SVM e os algoritmos



envolvidos vém substituindo as redes neurais em campos variados, incluindo
engenharia, information retrieval, e bioinformatica [9, 10].

Support Vector Machine foi proposta recentemente como um método muito
eficaz para reconhecimento de padrSes de proposito geral. (Pontil and Verri, 1998;
Guo et al,, 2000). A idéia principal do SVM (Vapnik, 1995) ¢ a seguinte: dado um
conjunto de pontos intuitivamente que pertengam a qualquer uma de duas classes,
uma SVM encontra o hiperplano que separa a maior fragio possivel de pontos da
mesma classe para o mesmo lado, enquanto maximiza a distincia de cada classe do
hiperplano. Para o caso de multiplas classes é utilizado um grafo aciclico direcionado
de decisdo em que seu no inicial contém a lista de todas as classes e cada né
subseqiiente elimina uma das classes da lista. E esse processo termina quando resta
apenas uma classe na lista. Entdo, para um problema com N classes, N — 1 decisdes

sdo feitas. . .

1.3  Aplicagdes das SVMs

Neste topico, sdo introduzidas algumas aplicagbes de reconhecimento de
padrdes (pattern recognition) que ja existem e empregam inteligéncias artificiais,

como as SVMs, para desempenhar o papel de classificadores.

1.3.1 Detecgiio de caracteristicas faciais e reconhecimento de faces em imagens

2D e 3D

O reconhecimento de faces é um dos mais importantes meios utilizados em
aplicagdes para controle de acesso a lojas/edificios e tem sido bastante pesquisado
nos ultimos anos. Entretanto, poucos classificadores tem atingido uma performance
confiavel devido & dificuldade de distinguir as diferencas individuais daqueles que
tem a mesma configuragdo facial e ainda compete com variagdes diversas na
aparéncia de uma face em particular devido a mudangas na postura, iluminagdo, uso

de maquiagem e expressdo facial.



Figura 1-Detecciio de caracteristicas faciais e reconhecimento de faces.
1.3.2 Reconhecimento de digitos escritos & mao

O reconhecimento de digitos escritos 4 mdo constitui uma aplicagio tipica de
reconhecimento de padrdes empregada em equipamentos como PALM em que as
classes sdo os algarismos numéricos. Por meio de digitos escritos a mio, € possivel

identificar o algarismo mais plausivel a que a escritura se assemelha.

Figura 2 - Treinamento de classificaciio de digitos escritos & mio.

Na Figura 2 acima, dado uma amostragem de imagens de quatro diferentes
classes “zero”, “dois”, “sete” e “nove” a treinamento consiste em se procurar uma
fungdo que mapeia as imagens para as suas classes correspondentes (indicada pelo

formato diferente das bordas em volta dos algarismos).



1.3.3 Verificagiio da autenticidade de assinaturas

Com os recursos tecnoldgicos disponiveis hoje no mercado, é possivel se
verificar a autenticidade de uma assinatura comparando-a com um original por meio

de uma inteligéncia artificial que pode usufruir-se de algoritmos baseado em SVM.



2 Objetivos do Projeto de Conclusdo de Curso

O presente projeto de conclusio de curso teve como objetivo construir uma
SVM que implementa um classificador de dados a partir de uma base de dados
incompleta, além de validar a performance desse classificador.

A principio foi feito um estudo detalhado sobre SVMs, por meio das
bibliografias encontradas, buscando conhecimentos sobre todos os topicos que
envolvam uma Support Vector Machine, como algoritmos de otimizagio e teorias
estatisticas, além de defini¢gdes sobre as principais caracteristicas estruturais e
funcionais das SVMs.

Posteriormente, construi-se um algoritmo que implementa uma SVM a partir
de uma base de dados incompleta (treinamento semi-supervisionado), denominada
SVMsst (Support Vector Machine — semi-supervised, trained). Depurou-se e foi
realizado testes dessa SVM a partir de bases padronizadas (UCI Database Repository
[12]) para a validagdo do algoritmo e levantamento de desempenho.

Por fim, o projeto foi finalizado comparando-se as performances de SVMs

treinadas de formas distintas:
» treinamento com base de dados completa;

» treinamento com base de dados incompleta (treinamento semi-

supervisionado) e;
» treinamento semi-supervisionado seguido de re-treinamento.

Para ilustrar o que sdo bases de dados completas e incompletas, tém-se as

seguintes explanagdes.

2.1 Base de dados completa e classificada

Um exemplo de base completa poderia ser a seguinte classificagdo de a¢des

de uma bolsa de valores em duas classes:
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Imagem da
Tendéncia de L
ACS lorizaca Variagdo nos e empresa
cao /| valorizagdo - ariagio nos| e 0 a
Caracteristicas |para o dia g Oftimos 3 dias |10 segundo
ias
posterior? pesquisa  do
orgdo A)
Embratel Nao -20% +3% 5
Petrobras Sim +1% +2 7
Perdigdo Sim +2 +3% 9
Kablin Néo +10% +6 7
Itag Sim +21% +4 g

Tabela 1- Base de dados completa

Como ¢é possivel observar, a base de dados esta completa, e totalmente

classificada. Esta base pode ser utilizada para treinar uma SVM que seja capaz de

inferir a tendéncia de valorizacdo para o dia posterior, ou seja, classificar para

outras ag¢des e outros dias dadas as caracteristicas daquele papel para determinado

dia.

Por exemplo, esta base pode ser montada a partir de dados reais coletados

durante duzentos dias de pregdo em uma bolsa de valores.

2.2

Base incompleta

Diferentemente da base citada anteriormente, uma base incompleta pode ser

assim ilustrada:

Imagem da
Tendéncia de oL
- L Variagdo nos o empresa
Acao /| valorizagdo itimos 7 Variacdoe nos (nota de 0 a 10
Caracteristicas |para o dia o dltimos 3 dias | segundo
ias
posterior? pesquisa do
orgdo A)
Embratel N&o -20% +3% 5
Petrobras ? +1% +2 7
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Perdigao ? +2 +3%
Kablin Sim +10% +6
Itau ? +21% +4

Tabela 2 - Base de dados incompleta

Pode-se notar que a base de dados ndo esta completamente classificada como
a anterior, estando assim incompleta.
Dessa forma, o objetivo de nosso Projeto de Conclusdo de Curso se situa

nesse problema: como treinar uma SVM a partir de uma base de dados incompleta?
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3 Alguns conceitos introdutorios sobre SVMs

Um sistema inteligente, ou um sistema que implemente Inteligéncia Artificial
para a resolugdo de um certo problema, como classificagio de dados de um certo
conjunto, cujo contexto € o mesmo deste projeto, pode ser estabelecido pela seguinte

relagdo de conexionismo:

na qual X é um dado a ser classificado (um vetor, por exemplo), w € o conhecimento
adquirido pela maquina inteligente do conexionismo entre os dados do conjunto de
treinamento (uma matriz, por exemplo), e ¥ é a classe a qual X pertence, segundo
decisBes da maquina a partir de seu conhecimento sobre os dados (w).

O conjunto de treinamento de uma maquina inteligente pode ser dado por um

conjunto de pares entradas ¢ saidas da seguinte forma:
(X 2Y,X 2., Xy 2V}

na qual m ¢ o numero de pares do conjunto de treinamento. A partir da apresentagio
desse conjunto de treinamento, a maquina inteligente deve extrair todo o
conexionismo existente entre estes pares, e construir a matriz w, ou seja, seu
conhecimento do conjunto de treinamento previamente apresentado.

Atualmente as kernel machines - conjunto de maquinas inteligentes no qual

estio contidas as SVMs - representam um sistema inteligente a partir da relagio:

Y(X)= ia,.K(X,,,X)

em que K(X;, X} é chamado de kernel do conjunto de treinamento, ou seja, uma
definicdo do conexionismo dentre os dados do conjunto de treinamento. Por
exemplo, K(X, X) pode ser simplesmente o produto escalar entre X; e X o, podem

ser constantes que apenas ajustem o mapeamento entre o vetor X e Y através do
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kernel do conjunto de treinamento. E relevante explicitar que X é um dado externo ao
conjunto de treinamento, mas que possui analogias com os elementos deste, e que
deve ser classificado de forma semelhante aos pares X; 2 ¥; apresentados & maquina.

Com todas as defini¢des acima demonstradas, percebe-se que o sistema
inteligente ndo mais terd que montar, diretamente, a matriz w para adquirir
conhecimento sobre o conjunto de treinamento: ele utilizara o kernel entre os dados
do conjunto de treinamento, que também expressa o conexionismo entre os dados
deste conmjunto, determinando posteriormente 0s @ necessarios ao correto
mapeamento X = Y. Assim, a maquina faz proveito do conexionismo intrinseco
entre os dados de treinamento, ou do kernel destes.

Dentro do contexto deste Projeto, os vetores X seriam dados incompletos a

serem classificados dentro de classes Y.
3.1 Poder de generalizagio
O poder de generalizagdo € definido como a capacidade da maquina

inteligente em reconhecer padrdes pertencentes ao universo da base de dados, apés a

fase de aprendizagem, mas ndo fornecidos para o treinamento.
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4 Support Vector Machines (SVMs)

Como descrito anteriormente, a principal idéia de SVM é: dado um conjunto
de pontos intuitivamente que pertengcam a qualquer uma de duas classes, um
algoritmo de SVM encontra o hiperplano que separa a maior fragdo possivel de
pontos da mesma classe para o mesmo lado, enquanto maximiza a distincia de cada

classe do hiperplano, como mostra a Figura 3 seguinte:

Setgaiens Radines

Fignra 3 - (a) Separagdo dos objetos em diferentes classes (b) Hiperplano 6timo que melhor
separa os objetos de classes diferentes.

Essa maximizagdo da disténcia que separa cada classe é chamada de margem.
A margem delimita o espago das Support Vectors (como mostrado na Figura 3) que
sdo os vetores de apoio do hiperplano para a separagio das classes.

Antes de se descrever o processo de classificagio de dados por SVM, é
substancialmente relevante se estabelecer alguns pré-conceitos basicos de defini¢io
para o estudo de SVM. Primeiramente, o aprendizado de classificagio ¢ um
problema em se encontrar uma estratégia-Gtima para assimilar classes a objetos,
baseado em observagdes passadas de pares objeto-classe.

Em todo o trabalho a seguir, assumiremos que todos os objetos x estdo
contidos em um conjunto % , referenciado como o espago de entrada (ou,
simplesmente, conjunto de treinamento)..

E o espago de saida € o conjunto finito de classes que referenciaremos como

Y . Para o caso de duas classes, considera-se apenas o espago de saida de dois
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elementos {-1, +1}. Neste caso o problema de classificagio é um aprendizado de
classificacio biniria.
Em resumo, suponha-se que é dado que uma amostragem de m objetos

treinados,

m
x=(x;, X2, Xm) €EX ,

juntamente com uma amostragem das classes correspondentes de cada objeto,

y & 0)11 yz;---, ym) e Ym .
Entdo, a amostragem a ser utilizada para o treinamento é definida como:

m

2= (5 0)=(Cer 1), (22,32 G y)) € (X XYY" =27,
em que z é identicamente e independentemente distribuido (iid) de acordo com
algumas medidas de probabilidade Pz desconhecidas [9,10].

Assim, o problema de treinamento é encontrar uma rela¢io funcional

desconhecida f € Y* entre os objetos x € ¥ e as classes y €Y baseado na
amostragem z = (x, y) = ((xz. y1), (2 ya)o., (a1 y1)) € (,’{xY)m = Zm,de

tamanho m € /N . Se o espago de saida Y contém um nimero finito IY |de

elementos, entdo trata-se de uma classificagio automatica de dados.

Outra defini¢do importante € a diferenca entre freinamento supervisionado e
semi-supervisionado. No caso em que para cada elemento de z {ou seja, um vetor x;
qualquer) exista um GUnico y; do conjunto Y diretamente relacionado para ser
apresentado ao classificador de dados, trata-se de treinamento supervisionado. Se
para algum x; ndo existir nenhum y; diretamente relacionado, entdo ter-se-a um
treinamento semi-supervisionado, j& que o classificador devera inferir quais classes y;
atribuir aos vetores x; ndo classificados.

Uma forma de resolver o problema acima é a partir de uma metodologia
chamada transducdo, que serd apresentada a seguir.

As defini¢des tratadas a seguir fundamentam um embasamento completo que

formulam os critérios estruturais de uma SVM.
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4.1  Feature Space

Uma fungdo ¢ : ¥ > R que mapeia cada objeto x € X a um valor real &
(x) ¢ chamada de “feature”. Combinando n features @,...,¢, resulta-se em um
mapeamento de feature ¢ : ¥y —K £’ e o espago K é chamado de espaco feature
(feature space).

O vetor de feature ¢ ¢é também chamado de representagio de x € X no

espago K. Daqui para frente, ¢(x;) sera simplesmente chamado de x;.
Como ilustragio, verifica-se a partir da Figura 4 que a escolha de um feature
¢ correto garantiu, depois do mapeamento, separabilidade linear a uma base

anteriormente nfo separavel por uma reta. )

N
£
AN %

bripait spas

Figura 4 — Feature space
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4.2 Kernel

Suponha que € dado um mapeamento de feature ¢: ¥y > K £7. O kernel é

uma fingfio de produto interno &: ¥ x y >R em K, i.e,, paratodo x;, x €,

def
k(x,%,) = (6(x).0(x,))

4.3 Matriz Gram

Dado um kernel k. yxx —®R e um conjunto de dados de amostragem

m . .
x=(x5,..xn) € X demobjetosem 4 , chama-se matriz G, m x m como;

de;
G, = k(x,,x,) = (gx,), 40, ),
a matriz. Gram de £ em x.

Pela definigio acima, observa-se que a matriz Gram é o m-vetor dimensional
da “kernel evaluation” entre os objetos treinados x; e um novo objeto-teste x
e K satisfazem o aprendizado e a classificagiio, respectivamente. E importante
ressaltar que a matriz Gram e a feature space sio chamadas de matriz kernel e espago
kernel, respectivamente.

A defini¢8o acima de matriz Gram deve ser utilizada para a implementagio
de SVMs do tipo hard margin (ou margem rigida), ou seja, quando da utilizagio de
conjuntos de treinamento linearmente separdveis [9,10] e Figura 4. Quando os
conjuntos podem n3o ser linearmente separaveis, entio a matriz Gram deve ser
modificada, para que uma SVM do tipo soft margin (ou margem flexivel) seja
implementada. Assim, a nova matriz Gram para soff margin pode ser descrita pela

seguinte equacio:

~ def’
Gnew = Go!ﬂ' + im[

em que: Grew: € 2 nova matriz Gram modificada para soff margin;

Gowa: € a matriz Gram para hard margin;
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A: € um pardmetro de compromisso (A>0) que fornece a medida de
flexibilidade da margem, uma vez que para A =0, tende- se ao caso de
hard margin [9,10];

m: € o niimero de vetores do conjunto de treinamento;

L. matriz identidade;

O presente Projeto considera em suas equagdes, sempre uma matriz Gram
capaz de implementar o caso de soft margin. Dessa forma, a fungfio SVMsst pode
implementar uma SVM a partir de treinamento por um conjunto de vetores ndo

linearmente separaveis (Apéndice A).

4.4 Maximizando a margem

De acordo com a Figura 5, uma amostragem treinada z em R’ juntamente com

um classificador € mostrado.

Figura 5 - Plano das margens geométricas em R’ A esquerda (Fig 5.2), o classificador fwcom a
maior margem geométrica y(w); e a direita (Fig. 5b) com a menor margem geomséirica.
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O classificador f, na Figura 5(a) tem uma “zona morta”, separando os dois

conjuntos de pontos, maior que o classificador / » na Figura 5(b). Em ambas

figuras, a “zona morta” é o tubo em volta da superficie de decisdo (linear) que ndo
contém nenhum objeto treinado (x; y;) € z. Para se medir a extensio do tubo , pode-
se usar a norma do vetor peso w, parametrizando o classificador f,. De fato, o
tamanho do tubo precisa ser inversamente proporcional ao minimo valor real de

saida | y; <x:‘, w) do classificador w numa amostragem treinada z Este quantificador

é também conhecido como margem funcional numa amostragem treinada z e precisa
ser normalizado para ser utilizavel para comparagdes de diferentes vetores peso w,

ndo necessariamente de comprimento unitario.
4.5 Vetor wgyp

O problema em se determinar o vetor wgm, S€ torna um problema de
minimizagdo do funcional risco em uma programagfo convexa, obtendo-se o
seguinte funcional:

minimizar |Weml|” = |[fll’,
tal que ;. <X;, Weoym> = 1,

i=1,.,m (méo nimero de vetores do conjunto de treinamento),

na qual wgy € 0 vetor de pesos da SVM, f, é a fungio implementada pela SVM, y; é
a classe atribuida ao vetor x;, x; € o mapeamento de X; no espago feature @
selecionado, ou seja, x; = O(x;), e <x;, Wym> € 0 produto interno entre os vetores x; e
Wsum (Neste caso, € o produto escalar entre os vetores).

No caso, a fungio objetivo € quadratica e as restrigdes sdo lineares. Como
consequéncia, a solugdo precisa ser expressiva em sua forma dual. Introduzindo os m
multiplicadores de Lagrange o , a solugdo wsm por ser obtida através do seguinte

funcional, denominado de Wolfe Dual.
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weX O

(1; gx) = arg min arg max L(w,

Liw,a)= %"w"2 —iaiy,. (x,,w)+a'l
=k

a)

Derivando em w, obtém-se:

oL(w, )
ow

w=u

. :‘;“iaiyi¢i =0 "—; :Zm:aiyf¢i
i=1

i=l

Substituindo na fungdo Lagrangeana, a solugio {chamada de Wolfe dual) fica:

() :a'l-%a'YGYa'

a= arg max W («)

0<ex

qy

em que G € a matriz Gram m x m e Y ¢ a matriz diagonal (y,, y2,..., ¥m).

Portanto a determinagdo de Wy, €:

m —~
Wom zzaiyi¢i >
i=1

cujo esforgo computacional pode ser dado por O(m°).

4.6  Classificacdo para o caso de duas classes

Para um novo dado de ponto x, a classificagio é simplesmente resolvida pelo

seguinte produto escalar:

(W o> @(5)),

em que Wy € 0 vetor encontrado do treinamento da base de dados e ¢(x) é a feature

do vetor de entrada x.
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Caso o valor retornado esteja no intervalo ~—1<(wm,¢>(x)> <1, ndo atribui-se

uma classifica¢do ao ponto dado (x) uma vez que esse intervalo corresponde a faixa

dentro da soft margin, chamada de dead zone.

Entretanto se o valor do produto escalar (wm,@(x)) for menor ou igual a -1,

atribui-se a0 ponto (x) a classe correspondente a —1. Da mesma forma, se o produto

escalar for maior que 1, a classe do ponto (x) serd a correspondente a 1.

4.7 Caso de multi-classes

Um sistema de reconhecimento de padrdes multi-classes pode ser obtido
combinando-se duas classes SVMs. Nesse estudo, emprega-se uma arquitetura de
aprendizado: Decision Directed Acyclic Graph (DDAG). DAG é um grafo cujos
limites possuem uma orienta¢do e ndo ciclos. O DDAG ¢ equivalente a operar em
uma lista, onde cada né elimina uma classe da lista. A lista é inicializada com uma
lista de todas as classes. Um ponto teste é avaliado contra um n6 de decisdo que
corresponde ao primeiro € Gltimo elemento da lista. Se um nod prefere uma das duas
classes, a outra classe ¢ eliminada da lista, e 0 DDAG procede a testar o primeiro e
ultimo elemento de uma nova lista. A DDAG termina quando somente uma classe
resta na lista. Assim, para um problema de N classes, N-1 nos de decisio serdo
avaliados em ordem até obter um resultado. Decisio DAG permite uma
representacdo mais eficiente de redundéncias e repeti¢des que ocorrem em diferentes
marcas de arvores,

Para maiores detalhes sobre implementacdo para casos de multi-classes,

consulte [9,10].
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5 Implementacio de SVM de treinamento supervisionado

5.1  Implementaciio de uma SVM que trabalha apenas com treinamento

supervisionado (bases completas)

Esta implementagio e testes foram executados no inicio das atividades deste
presente Projeto, como forma de se interar com as caracteristicas funcionais e
estruturais de SVMs.

Tomando-se como base os algoritmos fornecidos nas referéncias [9, 10] que
implementam SVMSs, uma SVM foi construida sobre a plataforma MatLab, que
trabalha apenas com dados linearmente separdveis’ e classes binérias (1 ou -1).
Adicionalmente, o treinamento desta SVM pode ser feito apenas de forma

supervisionada, ou seja, apenas com bases classificadas.

5.2 Testes ¢ resultados obtidos

Este algoritmo foi testado com uma base de dados padriio retirada do site UC/
Database Repository [12], chamada Johns Hopkins University Ionosphere database.
Esta base de dados continha 350 padrdes e 34 parimetros, representando dados
coletados de um sistema de radar em Goose Bay, Labrador (EUA). Quando os dados
realmente representassem dados obtidos de sinais vindos da ionosfera, estes eram
classificados como bons (classe + 1Y, caso contrario, em ruins (classe -1).

A base de dados foi utilizada para o teste da SVM implementada de acordo
com a metodologia A-fold cross validation. Esta divide a base de dados em %
conjuntos de padrdes, cada pequeno conjunto entio é separado para teste, e os
restantes sdo fornecidos 8 SVM como um conjunto de treinamento. Apos a fase de
aprendizagem, o conjunto de teste é usado para verificar o poder de generalizagdo da
SVM treinada. Repete-se o procedimento para cada fold; posteriormente, tem-se uma
média de acertos e um desvio padrio e, por conseguinte, uma medida estatistica do

poder de generalizagdo da Support Vector Machine.

! Dados linearmente separveis podem ser exemplificados em um caso no espago IR?: os dados podem
scr separados em duas classes por uma tinica reta. Vide Figura 4 como ilustracio.
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Primeiramente, a base de dados original foi utilizada com 2-fold validation.

Os resultados obtidos sdo expressos pela Tabela 3:

Fold Porcentagem de acertos
1 54.2857
2 88.5714
Meédia de acertos: (71.43 + 24.24) %

Tabela 3 — Resultados para cada fold utilizando a base de dados original (350 padraes)

Posteriormente, a base foi truncada em 150 padrdes, e utilizada com 10-fold
validation. Isto foi feito para que o treinamento e testes da SVM fossem feitos com

menor tempo computacional. Os resultados estio expostos na Tabela 4.

Fold Porcentagem de acertos (%)
66,67
66,67
66,67
80,00
53,33
53,33
66,67
66,67
53,33
73.33
Média de acertos: (64.67 + 8.92) %

—

O 0| ] v | A W N

i
<

Tabela 4 — Resultados obtidos para cada fold com a base de dados truncada em 150 padries.

No primeiro teste, como o namero de conmjuntos de testes (k-fold) era
pequeno, o desvio padrdo ¢ alto, representando quase 35% da média de acertos.
Dessa forma, a média de acertos obtida para este caso nfo representa bem a

capacidade de generalizagio da SVM implementada.
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Ja no segundo caso, o desvio padrio representa quase 15% da média de
acertos. Neste caso entdo, a média pode ser utilizada para a representagdo do poder
de generalizagdo da SVM. Levando-se em conta que a base foi truncada em quase
2/3, assim diminuindo a quantidade de informagdo passada & SVM, pode-se dizer
que o desempenho da SVM ¢ regular, validando a utilizagio da SVM para a solugfo

deste problema e atestando a confiabilidade do algoritmo escrito.

6 Implementagio de SVM de treinamento semi -
supervisionado

6.1  Tentativa inicial de Implementagdo da Support Vector Machine de

treinramento semi-supervisionado

Inicialmente, para a implementagio de uma SVM de treinamento semi-
supervisionado, tentou-se o uso do algoritmo S3VM/, desenvolvida pelos autores de
[11]. Porém, o algoritmo se mostrou numericamente instavel, e preferiu-se ent3o
partir para o desenvolvimento de uma nova SVM de treinamento semi-
supervisionado.

O desenvolvimento desta SVM se baseou numa metodologia para o

treinamento semi-supervisionado chamada de fransdugao.

6.2 Transducio

Um problema de transdugdo pode ser caracterizado pela otimizagio da SVM
a partir de dados previamente classificados, juntamente com as variaveis das classes
faltantes da parte ndo classificada do conjunto de treinamento.

O problema de transdugdo tem sido exaustivamente estudado por
pesquisadores [11,13], pois permite a inclusio de dados ndo classificados para o

treinamento de SVMs, o que caracterizaria treinamento semi-supervisionado.



25

6.3 Modificagio da Support Vector Machine de treinamento
supervisionado para receber treinamento semi-supervisionado a partir de

transdugio — SVMsst (SYM semi-supervised-trained)

Baseando-se no funcional W (Equagiio 1) apresentado para a implementagio
da SVM de treinamento supervisionado, decidiu-se adapta-lo para que o problema de
otimizaglio fambém tratasse a inclusdo de vetores nio classificados, otimizando o
funcional W em relagdo aos vetores classificados e vetores nio-classificados
(treinamento semi-supervisionado) ao mesmo tempo (transducdo). Dessa forma, W
estaria em fungio ndo somente dos vetores classificados, mas também em Juncéo dos
vetores ndo classificados.

Assim, a matriz diagonal Y foi adaptada para que as classes inexistentes dos
vetores nédo classificados fossem consideradas como variaveis dentro desta mairiz, da

seguinte forma:

Y, 0 e e ol
0 '
: y :
Ytransdn;:io = Ytrans = B : . )
: U5 :
g,
0
T 0 G Jiviem,

na qual y;,....y; s80 as classes dos vetores classificados do conjunto de treinamento, e
q,...4x S30 varidveis que representam as classes inexistentes dos vetores nio
classificados. Para receber as adaptagdes relativas ao treinamento semi-
supervisionado, o funcional Wi, teve de ser elaborado (com base no funcional W

apresentado na equagéo (1)), e pode ser escrito da seguinte forma:

Wtransdug&‘o = I/Vrrcms(‘l » q) =
nme=lvk 1

! ! mn m I m
Do = Zaaxw(Zoewaf,a + Za,-qu,-,a}rZ%% (Zoexm@,b + Zajq,-q,-,bJ 2)
a=1 =1

=1 J=i b=tl =1 j=l
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tal que 1) a>0
2) sinal(x’ Weom) =¢q;, i=1,... k (k= numero de vetores nio classificados)

Note-se que Wiransaugao fica em fungfio ndo somente de @, mas também de q,
caracterizando-se assim um problema de transdugio.

Outro ponto relevante que fornece coeréncia para este problema de
transdugdo ¢ a restrigio de numero 2): a otimizaciio s6 estd concluida quando a
classe g, que estd sendo atribuida pelo algoritmo de otimizacdo ao vetor x; néo
classificado (membro direito da restri¢io), ¢ a mesma classe que estd sendo

atribuida ao vetor x; pela SVM (membro esquerdo da restrigio).

6.4  Modificacdes no algoritmo de transducio

Durante as andlises dos experimentos feitos para levantamento das
caracteristicas da SVM de treinamento semi-supervisionado (que serio mostrados a
seguir), notou-se que a inclusdo de vetores ndo classificados durante a otimizagio
(transdugdo) ndo trazia nenhuma melhora de performance {mator poder de
reconhecimentos dos padrdes), o que segundo a referéncia [11] pode acontecer: ou @
stansdugdo melhora a performance da SVM ou se obtém a mesma performance de
uma SVM treinada de forma supervisionada a partir da mesma base de dados
utilizada na transducio.

Porém, em alguns casos, se percebe que a porcentagem de acertos das classes
que o algoritmo atribui aos vetores ndo classificados pode chegar a taxas razoaveis
(60% a 65%), como serd visto na parte experimental. Assim, se caracteriza um
questionamento sobre o porqué do nfio aumento de performance da SVM pela
inclusdo destes vetores ndo classificados.

A partir desta observagdo, propds-se a seguinte metodologia para treinamento

supervisionado da SVM;

) primeiramente, a partir de transdugdo, obtém-se as classes dos vetores ndo

classificados;
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2) posteriormente, uma nova SVM é treinada de forma supervisionada, com as
classes antes inexistentes substituidas pelas classes obtidas quando da resolugdo

do problema de transdugiio em 1).

Com esta modificagio, houve melhora de performance da SVM em alguns
casos, comprovando a validade da metodologia proposta. Esta metodologia foi
utilizada para a implementagiio da SVM.

A seguir, serdo mostrados os experimentos realizados e os resultados obtidos.

6.5 Testes, resultados e discussdes

Nesta secdo, serdo apresentados os testes executados para validacdo da

SVMsst, os resultados obtidos e algumas discussdes para justificar estes resultados.

6.5.1 Bases utilizadas

Para os experimentos realizados, foram utilizadas bases de dados do
repositorio de dados da UCT Database Repository [12]. Geralmente, estas bases de
dados sdo utilizadas pela comunidade cientifica para levantamento de performances e
validagdo de algoritmos de classificadores e reconhecedores de padrdo, como em

[11]. Deste repositério, duas bases foram utilizadas:

- Johns Hopkins University Ionosphere Database: esta base de dados continha 350
padrdes de 34 parimetros (34 componentes), representando dados coletados de
um sistema de radar em Goose Bay, Labrador (EUA). Quando os dados
realmente representassem dados obtidos de sinais vindos da ionosfera, estes eram
classificados como bons (classe + 1), caso contrario, em ruins (classe -1),

- Sonar, Mines vs. Rocks: esta base continha 208 padrées de 60 pardmetros,
representando sinais retornados de um cilindro de metal ou de um cilindro de
rocha.

A seguir, serdo relatados os experimentos realizados com a SVMsst.
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6.5.2 Experimentos realizados

Para a execucgio dos experimentos, as bases de dados foram divididas em trés
partes, cada uma destas contendo vetores classificados e ndo classificados (na
verdade, as classes destes vetores eram retiradas quando do treinamento da SVM,
sendo que esta os tinha como vetores ndo classificados; para maiores detalhes, vide
Apéndice A). Sendo a SVM treinada a partir de uma destas partes, a base inteira era
posteriormente fornecida a SVM para o teste de performance, para que esta
classificasse todos os dados da base (inclusive os previamente fornecidos durante o

treinamento). A Tabela 5 esquematiza a divisdo da base em partes.

Treinamento supervisionado

Parte 1 da base |Parte 2 da base [Parte 3 da base
vetor | classe | vefor | classe | vetor | classe
Vi1 1 Va1 -1 V31 -1
Vi 1 Va2 1 Vi, -1

Treinamento semi-supervisionado

Tabela 5 Resultados obtides para cada fold com a base de dados truncada em 150 padrdes.

Note-se que cada parte da base possui vetores classificados e ndo
classificados, para que treinamentos supervisionados e semi-supervisionados fossem
realizados.

Cada uma das partes da base, fornecidas a SVM como conjunto de
treinamento supervisionado (parte classificada) e semi-supervisionado (parte
classificada mais parte ndo classificada), permitiam diferentes performances para o
reconhecimentos da base inteira, o que permitia o levantamento de uma média de
performance mais um desvio padrdo, caracterizando-se assim uma medida estatistica
da performance da SVM treinada em relagio & base utilizada. A Figura 6 ilustra o
procedimento adotado.

Durante os experimentos, foi também controlado o niimero de vetores ndo

classificados de cada divisdo da base que seriam considerados durante o treinamento
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da SVM, tendo-se assim um treinamento mais ou menos semi-supervisionado, de
acordo com o nimero destes vetores utilizados.

Um outro experimento executado durante os testes tinha o objetivo de
fornecer um embasamento experimental para uma intuigdo adquirida durante o
desenvolvimento da SVM: caso a Support Vector Machine tivesse uma boa
performance para inferir as classes dos vetores ndo classificados fornecidos como
dados de treinamento, o nimero de acertos para um treinamento com {X vetores
classificados + ¥ vetores nfo classificados (ou seja, apresentados a SVM sem suas
respectivas classes) } deveria ser aproximadamente o mesmo quando da apresentagdo
de {X + ¥ vetores classificados classificados (ou seja, apresentados a SVM com suas
respectivas classes) }, sendo os X e ¥ vetores considerados sempre os mesmos em

ambos 08 casos.

Parte 1 dn ase
te dadoz

e ™y

treinamento da SYM Teste do SVM a partr da base Madia de acertos:
te datos compieta K1 %

S vy

Parte 2 da baze

tie dacios e ™
treinamento da Sy Teste da SV a partlr da base Média de acertos:
e gados compieta %2 %
L vy

Parte 3 da base
de dados s ~
treinamentn da SYm Teste da SYM o partt da bese édia de acertos:
de thdox completa %1%
N,

Média de acerios = média(X1, X2, X3} +- desvio padrdo (X1, X2,X3)

Figura 6 — Procedimento para levantamento de performance da SVMsst, Esta metodologia de
teste permitiu o levantamento de estatisticas

6.5.3 Resultados obtidos

A seguir, serdio mostrados os resultados obtidos para cada base utilizada e

casos de iremmamento.

Base de dados Johns Hopkins University Ionosphere Database
Para o treinamento da SVM, foram escolhidos os 240 primeiros vetores desta

base (que continha 350 vetores). Cada parte continha 80 vetores: a parte 1 continha

os 80 primeiros vetores, a paite 2 os 80 proximos e assim por diante. Dentro de cada
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parte, os 50 primeiros foram considerados para um treinamento inteiramente
supervisionado, e a cada novo experimento, 10 vetores dentro de cada parte eram
adicionalmente considerados para treinamento semi-supervisionado, até que se
completasse os 80 dentro de cada parte do conjunto de treinamento.

Outro pardmetro importante que também foi medido foi a porcentagem de
acertos das classes atribuidas pela SVM aos vetores ndo classificados

Dessa forma, os resultados obtidos estdo mostrados na Tabela 6.
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Significado da | Descriciio da | Descri¢io da parte| Descrigio da| Resultado

linha parte 1 da base 2 da base parte 3 da base geral

Descrigio das|Parte 1) - 50|Parte 2) - 50 vetores [Parte 3) - 50]---

partes da base - |vetores classificados vetores

treinamento classificados classificados

supervisionado

Porcentagens  de| 66,57 % 69,71 % 74,28 % 70,19 % +

acerto para a base 3,88%

inteira

Descrigio das|Parte 1) - 50{Parte 2) - 50 vetores |Parte 3) - 50—

partes da base -] vetores classificados + 10| vetores

treinamemnto  semi- | classificados + 10| vetores ndo | classificados + 10

supervisionado vetores ndo | classificados vetores nio
classificados classificados

Porcentagem de | 60 % 60 % 60 % 60 % = 0

acertos para a Y%

atribuicio das

classes dos vetores

ndo classificados

Porcentagens  de| 66,57 % 69,71 % 74,28 % 70,19 % <

acerto para a base 3.88%

inteira

Descrigio das|Parte 1) - 50|Pare 2) - 50 vetores | Parte 3) - 50]--—-

partes da base -|vetores classificados + 20| vetores

treinamente  semi- | classificados + 20| vetores no | classificados + 20

supetvisionado vetores nfo | classificados vetores nio
classificados classificados

Porcentagem de [ 60 % 65 % 60 % 6167 % +

acertos  para a 2,89%

atribuigio das

classes dos vetores

ndo classificados

Porcentagens de| 66,57 % 69,71 % 74,28 % 70,19 % +

acerto para a base 3,88%

infeira

Descrigio das|Parte 1) - 50|Parte 2) - 50 vetores |Parte 3) - 50|~

paries da base -|vetores classificados + 30| vetores

treinamento  semi- | classificados + 30| vetores ndo | classificados + 30

supervisionado vetores nfo | classificados vetores nao
classificados classificados

Porcentagem de | 56,67 % 53,33% 60 % 56,67 % =

acertos para  a 334 %

atribuiciio das

classes dos vetores

nfo classificados

Porcentagens  de| 66,57 % 69,71 % 74,28 % 70,19 % +

acerto para a base 3,88 %

inteira

Tabela 6 — Resultados obtidos com a partir de treinamento semi-supervisionado com a SVMsst,
a partir da base Ionosphere
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Dessa forma, percebe-se que a inclusdo de vetores ndo classificados para o
treinamento semi-supervisionado ndo trouxe melhorias para a performance da SVM
quando treinada somente de forma supervisionada, porém com um nimero menor de
vetores de treinamento. Isto realmente pode ocorrer posteriormente ao tretnamento
semi-supervisionado [11]. Outra conclusdo importante que se pode extrair da Tabela
6 é o fato de que o aumento da relagdo do nmero de vetores ndo classificados para
o numero de veiores classificados dentro da base de treinamento utilizada para a
transdugdo pode afetar a performance da SVM em atribuir corretamente as classes
ndo existentes, pois como a SVM utiliza os vetores classificados para inferir as
classes dos vetores nio classificados (restrigio 2) da Equagio (2)), a existéncia de
muitos vetores ndo classificados em relagdo aos classificados pode fazer com que a
SVM fique

satisfatoriamente o aprendizado semi-supervisionado. )

sem uma boa base de dados classificados para completar

De acordo com o comentado no item 6.5.2, para comparar as performances da
SVM treinada com {X vetores classificados + ¥ vetores ndo classificados} € com {X
+ Y vetores classificados}, outros experimentos foram executados anilogos aos

citados no paragrafo anterior, porém fornecendo-se a SVM as classes dos vetores

anteriormente considerados como ndo classificados. Os resultados seguem na Tab. 7.

Significado da linha Descrigiio da| Descriciio da | Descriciio da| Resultad
parte 1 da|parte 2 da|parte 3 da|o geral
base base base

Descrigio das partes da base —|Parte 1) - 60| Parte 2) - 60| Parte 3) - 60| s

treinamento supervisionado vetores vetores vetores
classificados | classificados | classificados

Porcentagens de acerto para a base| 77,43 % 70,86 % 78,00 % 15,43 %

inteira +£397%

Descrigdo das partes da base —|Parte 1) - 70| Parte 2) - 70| Parte 3} - 70| ---

treinamento supcrvisionado vetores vetores vetores
classificados | classificados | classificados

Porcentagens de acerto para a base| 79,14 % 72,28 % 79,14 % 76,86 %

inteira +396 %

Descricdo das partes da base —|Parte 1) - 80| Parte 2} - 80| Parte 3) - 80| -

treinamento supervisionado vetores vetores vetores
classificados | classificados | classificados

Porcentagens de acerto para a base| 79,14 % 76,28 % 79,14 % 78,19 %

inteira £ 1,65%

Tabela 7 — Resultados obtidos a partir de treinamento supervisionado com a SVMsst, para
comparacgio de performance com o case de treinamento semi-supervisionado
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Percebe-se que para estes experimentos, cujos resultados estio na Tabela 7,
que a porcentagem de acertos € maior em relagdo aos acertos quando do treinamento
semi-supervisionado da SVM. Estas diferengas nas porcentagens de acertos obtidas
podem ser justificadas pelo tipo de treinamento: no caso da Tabela 6, todos os
vetores possuiam suas respectivas classes, enquanto que no primeiro caso, a SVM
tinha de atribuir classes a estes vetores durante o treinamento.

De qualquer forma, pode ser observado pela Tabela 6 que a porcentagem de
acertos quando da atribuigdo de classes aos vetores ndo classificados é razoavel, o
que deveria contribuir para algum aumento na performance da SVM, o que ndo
ocorreu. As novas porcentagens de acertos deveriam ser analogas aquela quando do
treinamento da SVM de forma supervisionada, porém com as classes dos vetores
previamente ndo classificados definidas como sendo as classes atribuidas a estes
vetores pela propria SVM durante o treinamento semi-supervisionado. Assim, testes
para levantar estas “possiveis” performances foram feitos, cujos resultados podem

ser observados de acordo com a Tabela 8.
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Significado da| Descrigio da parte | Descricio da parte| Descri¢io da parte | Resultado
linha 1 da base 2 da base 3 da base geral
Descrigio  das| Parte 1) - 50 vetores | Parte 2) - 50 vetores | Parte 3) - 50 vetores | -~
partes da base - | classificados + 10 |classificados + 10 |classificados + 10
treinamento vetores classificados | vetores classificados | vetores classificados
supervisionado |de acordo com as|de acordo com as|de acordo com as

classes atribuidas a|classes atribuidas a|classes atribuidas a

estes vetores pela |estes vetores pela|estes vetores pela

SVM  quando do|SVM quando do|SVM quando do

treinamento  semi- | treinamento  semi- | treinamento  semi-

supervisionado supervisionado supervisionado

utilizando-se  desta | utilizando-se  desta | utilizando-se  desta

mesma parte da base | mesma parte da base | mesma parte da base
Porcentagens de| 74,86 % 68,28 % 74,28 % 72,47 % +
acerto para a 3.64%
base inteira
Descrigdo  das| Parte 1) - 50 vetores | Parte 2) - 50 vetores | Parte 3) - 50 vetores | -—
partes da base —| classificados + 20 |classificados + 20 |classificados + 20
treinamento vetores classificados | vetores classificados | vetores classificados
supervisionado |d¢ acordo com as|de acordo com as{de acordo com as

classes atribuidas a|classes atribuidas a|classes atribuidas a

estes vetores pela|estes vetores pela|estes vetores pela

SVM quando do|SVM quando do[SVM quando do

treinamento  semi- | treinamento  semi- | ireinamento  serni-

supervisionado supervisionado supervisionado

utilizando-sc  desta | utilizando-se  desta | utilizando-se  desta

mesma parte da base | mesma parte da base | mesma parte da base
Porcentagens de| 72,86 % 69,14 % 72,86 % 71,62 % +
acerto para a 2,15%
base inteira
Descrigdo  das| Parte 1) - 50 vetores | Parte 2) - 50 vetores | Parte 3) - 50 vetores | -~
partes da base — | classificados + 30 |classificados + 30 |classificados + 30
treinamento vetores classificados | vetores classificados | vetores classificados
supervisionado |de acordo com as|de acordo com as|de acordo com as

classes atribuidas a|classes atribuidas a|classes atribuidas a

estes vetores pela |estes vetores pela|estes vetores pela

SVM  quande do{SVM quando do|SVM quando do

treinamento  semi- | treinamento  semi- | treinamento  semi-

supervisionado supervisionado supervisionado

utilizando-se  desta | utilizando-se ~ desta | utilizando-se ~ desta

mesina parte da base | mesma parte da base | mesma parte da base
Porcentagens de | 70,57 % 68.28 % 72,00 % 70,28 % =+
acerto para a 1,88 %
base inteira

Tabela 8 — Resultados obtidos a partir de treinamento semi-supervisionado, seguido de re-

treinamento

Da Tabela 8, pode-se notar que as porcentagens sio maiores do que os

resultados obtidos no caso da Tabela 6, o que evidencia a validade da atnbuigdo de

classes por transdugio pela SVM durante treinamento semi-supervisionado.
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O que pode explicar a nfio obtengdo dos mesmos resultados entre as Tabelas 6
e 8, ou pelo menos resultados bem préximos, € o fato de, durante o treinamento
semi-supervisionado, parte do vetor wsm estar determinado pela parte classificada do
conjunto de treinamento, ¢ como as classes atribuidas pela SVM sdo conferidas pelo
vetor Wy, (restricio 2) da equacgio (2)), estas n#o acrescentardio maiores
conhecimentos sobre a base no vetor Wy, Ja no caso da Tabela 8, o posterior
treinamento supervisionado depois do respectivo treinamento semi-supervisionado
permite a inclusdo total dos vetores anteriormente ndo classificados ao vetor Weym,
aumentando o conhecimento da SVM sobre a base de treinamento.

De outra forma, pode-se observar a partir da comparacfio entre as Tabelas 7 e
8, que mesmo sendo utilizado treinamento supervisionado em ambos os casos, os
resultados obtidos sdo diferentes. Isto pode ser justificado pelo fato de que, no caso
da Tabela 8, parie das classes atribuidas a, alguns vetores foram definidos pela
propria SVM quando do anterior treinamento semi-supervisionado por transdugio,
que ndo garante 100% de eficiéncia (ou seja, 100% de acertos na atribuigdo das

classes), como visto na Tabela 6.

Base de dados Sonar, Mines vs. Rocks

Para o treinamento da SVM, foram escolhidos os 194 primeiros vetores desta
base (que continha 208 vetores). Cada parte continha 60 vetores: a parte 1 continha
os 60 primeiros vetores, a parte 2 os 60 proximos e assim por diante. Dentro de cada
parte, os 50 primeiros foram considerados para um treinamento inteiramente
supervisionado, e posteriormente, 10 vetores foram incluidos dentro de cada parte
para o treinamento semi-supervisionado, completando-se assim os 60 vetores dentro
de cada parte do conjunto de treinamento.

Como no caso da base Jonosphere, foi medida a porcentagem de acertos das
classes atribuidas pela SVM aos vetores ndo classificados

Dessa forma, os resultados obtidos estio mostrados na Tabela 9.
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Significade da linha | Descri¢do da | Descrigio da parte| Descricio da| Resultado
parte 1 da base 2 da base parte 3 da|geral
base
Descricao das partes da|Parte 1) - 50| Parte 2) - 50 vetores | Parte 3} - 50| -—
base -~ treinamento | vetores classificados vetores
supervisionado classificados classificados
Porcentagens de acerio| 54,12 % 62,89 % 48,45 % 55,15 % =
para a base inteira 7,28 %
Descrigdo das partes da| Partte 1) - 50| Parte 2) - 50 vetores Parte 3) - 50(--
base - treinamento | vetores classificados + 10| vetores
semi-supervisionado classificados + 10 | vetores nio | classificados +
vetores ndo | classificados 10 vetores ndo
classificados classificados
Porcentagem de acertos | 50 % 30 % 50 % 50%+0%
para a atribuigdo das
classes dos vetores néo
classificados
Porcentagens de acerto | 54,12 % 62,89% 48.45% 55,15 %
para a base inteira 7.28 %

Tabela 9 — Resultados obtidos a partir de treinamento semi-supervisionado com a SVMsst, para
a base Sonar

Como no caso da base Jonosphere, percebe-se que a inclusio de vetores néo
classificados para o treinamento semi-supervisionado ndo trouxe mefhorias para a
performance da SVM quando treinada somente de forma supervisionada, porém com
um numero menor de vetores de treinamento.

Ainda para comparar as performances da SVM treinada com {X vetores
classificados + ¥ vetores nio classificados} e com {X + I vetores classificados},
foram executados experimentos analogos 2os citados no pardgrafo anterior, porém
fornecendo-se 2 SVM as classes dos vetores anteriormente considerados como nao

classificados. Os resultados seguem na Tabela 10.

Significado da linha | Descrigio da| Descrigio da parte| Descriciio da | Resultado
parte 1 da base 2 da base parte 3 dabase | geral

Descrigdo das partes|Parte 1) - 60| Parte 2) - 60 vetores Parte 3) - 60|--

da base — treinamento | vetores classificados vetores

supervisionado classificados classificados

Porcentagens de| 52,58 % 61,34 % 49,43 % 5447 % %

acerto para a base 6,15%

inteira

Tabela 10 — Resultades obtides para o treinamento supervisionado com a SVMsst, para a base
Sonar, para comparagiio com os resultados obtidos com o caso semi-supervisionado

Percebe-se que para estes experimentos, cujos resultados estdo na Tabela 10,

que a porcentagem de acertos ¢ praticamente igual em relagdo aos acertos quando do
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treinamento semi-supervisionado da SVM. Isto pode ser justificado pela possivel
falta de relagdo entre os vetores do conjunto de treinamento, que pode caracterizar
uma base ruim para o treinamento da SVM e conseqiente determinagio do vetor
Wsvm. Isto pode ser observado pelas porcentagens que se situam em torno de 50%:
como a classificagio da base ¢ binéaria, e a distribuigio das classes entre os vetores da
base estd uniformemente distribuida, se a SVM atribuir a todos os vetores uma
mesma classe, ter-se-4 uma porcentagem de acertos de 50%, isentando a SVM de
aprender a relagdo existente entre os vetores do conjunto de treinamento € a qual se
quer incorporar no vetor Wem. Pode se verificar este caso também nas porcentagens
de acerto das classes atribuidas aos vetores langados como nio classificados a SVM
durante o treinamento semi-supervisionado. Por esse motivo, o experimento de
utilizar estas classes atribuidas aos vetores ndo classificados agora em um

treinamento supervisionado ndo.foi executado para a base Sonar, Mines vs. Rocks.
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7 Conclusio

Como foi demonstrado na parte experimental deste trabalho, treinamento
semi-supervisionado (a partir de transdugdo) fazendo-se uso de uma base de dados
com uma parte ndo classificada, nem sempre traz melhorias para a performance da
SVM (poder de reconhecimento dos padrdes apresentados e eventuais padrGes ndo
apresentados), em comparacdo com esta mesma SVM treinada de forma
supervisionada, utilizando-se somente da parte classificada da mesma base de dados.

De qualquer forma, o algoritmo aqui implementado (Equagdo (2)) pode
inferir as classes inexistentes dos vetores ndo classificados, e estas classes atribuidas
podem ser reutilizadas em um posterior re-treinamento da SVM (Tabela 8),
contribuindo para a melhoria do conhecimento da SVM sobre a base de dados de
treinamento e conseqiiente aumento de eficiéncia no reconhecimento de padrdes,
conforme visto na parte experimental deste texto. Dessa forma, duas metodologias
podem ser utilizadas para o treinamento semi-supervisionado: treina-se a SVMsst a
partir de bases semi-classificadas, ou, de posse das classes atribuidas pela SVMsst
aos vetores ndo classificados, executa-se um novo treinamento para a SVM, porém
agora de forma supervisionada.

Pelos resultados aqui obtidos, é observavel que a utilizagdo de vetores ndo
classificados para o treinamento da SVM ndo prejudica o aprendizado desta, o que
indica que o usuario pode fazer uso de uma parte ndo classificada de sua base de
dados para treinar uma SVM, ao invés de somente desconsidera-la, aproveitando o
maximo das informagdes existentes sobre um certo universo de dados que se deseja
incorporar em fy. Logicamente, como anteriormente verificado (Tabela 6), o nimero
de vetores ndo classificados em relagdo ao niimero de vetores classificados ndo pode
ser tal que o desempenho da otimizagio seja prejudicado.

Assim, conclui-se que treinamento semi-supervisionado e transdugido podem
ser utilizados quando ndo se tem uma base de dados inteiramente classificada, mas se
deseja construir um classificador o mais eficiente possivel para atividades

automaticas de classificacio de dados e padrdes.
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Ainda em tempo, a implementa¢io de algoritmos para a execugdo de
treinamentos semi-supervisionados vém sendo exaustivamente buscados por varios
pesquisadores [11,13], sem a definigdo, até o momento, de um algoritmo
comprovadamente eficiente, o que sugere a dificuldade que existin para a definigdo
de estratégias de algoritmos na implementagio da SVMsst durante o periodo deste
Projeto de Concluséo de Curso.

O usuario de MatLab pode utilizar a SVMsst implementada em software, que
faz parte deste Projeto de Conclusdo de Curso, para a construgio de classificadores
de dados a partir de bases semi-classificadas por transdugio. Maiores detalhes podem
ser encontrados na listagem do coédigo do programa no CD entregue junto com este
texto, ou listado no Apéndice B, ou no Manual do Usuario, que também estd no CD e

no Apéndice A.
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8 Trabalhos futuros

Como pdde ser visto nos resultados deste trabalho, a performance da SVMsst em
inferir as classes nfo fornecidas para o treinamento semi-supervisionado, pode ditar
o desempenho posterior da SVM quanto ao nimero de acertos na classificagio de
dados que fazem parte do mesmo espago vetorial do conjunto de treinamento, ndo
importando se o re-treinamento da SVMsst sera feito a partir daquelas classes
inferidas.

Dessa forma, um trabalho futuro pode ser ferceirizar a inferéncia destas
classes através de outros classificadores de dados (como redes Bayesianas ou redes
neurais), combinar esta ferceirizagdo com a ja utilizada transduc@o, ou até reformular
o algoritmo de transdugdo, para que sua capacidade em inferir classes ainda ndo
exigtentes seja majorada.

Ainda em tempo, a implementagio de algoritmos para a execuciio de
treinamentos semi-supervisionados vém sendo exaustivamente buscados por varios
pesquisadores [11,13], sem a defini¢do de um algoritmo comprovadamente eficiente
até o momento, o que abre caminhos para idéias inovadoras que ainda poderiio surgir

neste campo.
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Apéndice A

Manual do Usuario SVMsst



Manual do usuario — SVMsst

Manual do usuario para a fungdo MatLab SVMsst (SVM semi-
supervised trained) e teste_SVMsst (modulo de testes para a

SVMsst)

Autores: Clayton Silva Oliveira

Eduardo Takashi Inowe
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A seguir, € apresentado um breve manual explicando como usar os codigos-
fonte do algoritmo da SVM desenvolvidos para o MATLAB. Convém lembrar a
necessidade do programa MATLAB e a disponibilidade da fun¢io FMINCON do

pacote de otimizagdo instalados no computador.

Foram desenvolvidas duas fun¢es com diferentes funcionalidades:

- SVMsst.m: implementa uma Support Vector Machine (SVM) capaz de ser
treinada a partir de treinamento semi-supervisionado, utilizando-se de
transducio;

- teste_SVMsst.m: outro que fornece o desempenho da SVMsst, apés treinada,
para uma dada base de teste, que pertenga a0 mesmo espago da base de

tretnamento previamente fornecida quando da aprendizagem da SVMsst.

A funcionalidade de cada programa bem como uma explicagio das entradas e saidas

sdo fornecidas a seguir.
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SVMsst

FUNCIONALIDADE: Esta fungdo MatLab implementa uma Swupport Vector
Machine (SVM) capaz de ser treinada a partir de treinamento semi-supervisionado
(bases de dados cuja classificagdo esta incompleta), utilizando-se de transdugdo. Para
maiores detalhes sobre a implementagio e principais teorias sobre as quais se baseia
o presente software, por favor, consulte o texto completo do Projeto de Conclusio de
Curso intitulado "Classificacio Automatica de Dados com Support Vector Machines
(SVMs) a Partir de Bases de Dados Incompletas”, disponivel na Biblioteca do
Departamento de Engenharia Mecatronica e Sistemas Mecénicos (PMR) da Poli-

USP.

Esta fungdo do MatLab pode ser descrita pela seguinte estrutura:

[Wsvm, classes_atribuidas] = SVMSSt (‘nome_base’, flag_feature, lambda, num_max_iteracoes)

b 4 Y
Variaveis de Saida Variaveis de Entrada

VARIAVEIS DE ENTRADA: (7ipo, nome da varidvel = descrigdes)

string, nome_base —> nome do arquivo que contém a base de dados a ser utilizada

(entre aspas simples).

Cada elemento da base se situa em uma linha do arquivo, e os pardmetros da base
devem ser separados por virgulas. O ultimo vetor-coluna da base deve conter a
classificagio (+1/-1). A base de dados ndo precisa ser linearmente separavel, ou de
outra forma, qualquer base classificada de forma binaria pode ser utilizada para o

treinamento da SVM.
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As bases utilizadas para os testes de validagio da SVMsst (vide o texto do Projeto de
Conclusdo de Curso), lonosphere e Sonar, estio disponiveis no CD que também

contém este Manual.

Observagdo: para serem utilizadas, as bases devem ser formatadas. Por exemplo, a
base Jonosphere tem seus vetores classificados em g (good, ou bom) ou b (bad, ou

ruim). Estas classes devem ser remapeadas para +1 ou -1.

Exemplo de configuragio de uma base completa (2 elementos, 4 parametros,

classificagdo binaria):

0.6,0.9, 1.3, 0.2, +1
1.4,2.0,0.6,2.3,-1
0.8,0.5, 0.3, 3.0, +1
0.7,-9.0,0.4,2.5, -1

I \ Classificacio atribuida
Y

Pardmetros de cada elemento da base

Para o caso de treinamento semi-supervisionado, para os elementos nio
classificados, atribuir o valor zero em sua classificagdo. Estes vetores devem estar
nas Ultimas linhas da base de treinamento.

Exemplo de configuragio de uma base incompleta para treinamento semi-

supervisionado (2 elementos, 4 pardmetros, classificagdo binaria):

0.6,0.9,13,0.2,1
1.4,2.0,0.6,2.3,~1
0.8,0.5,0.3,3.0, +1
1.4,2.0,0.6,2.3,0
22.0,3.0,1.0,0.9,0

I I \ Sem classificagio
v

Parimetros de cada elemento da base




int, flag_feature > tipo do feature a ser utilizado para o mapeamento dos vetores
do conjunto de treinamento em algum outro espago matematico mais favoravel ao

treinamento da Support Vector Machine.

Para utilizar o feature originalmente usado na implementago da SVMsst, o valor
da variavel deve ser flag feature = 0. O feature default utilizada pode ser fornecido

pela seguinte relagio:

Ji(%) = (%1.X1, X1.X200, X1.XN, X2.X1000ene, XNXN),
caso contrario, basta o usuario disponibilizar uma fungdio chamada feature
(feature.m) no diretorio de trabalho utilizado, para que o treinamento da SVMsst seja

baseado nesse novo feature, e informando o valor da variavel como flag_feature = 1

int, lambda -> parimetro lambda a ser utilizado como parimetro da SVM com

soft margin.
O valor default a ser informado deve ser lambda = 1. Para maiores detalhes sobre
este pardmetro, consulte o texto completo do Projeto de Conclusao de Curso

intitulado "Classificagdo Automatica de Dados com Support Vector Machines

(SVMs) a Partir de Bases de Dados Incompletas”.

int, num_max_iteracoes > numero maximo de iteragdes permitidos para ©

algoritmo de otimizagio.
O valor default a ser informado deve ser num max_iteracoes = 10000.

VARIAVEIS DE SAIDA: (Tipo, nome da variavel = descrigdes)

vetor, Wsvin > vetor-coluna weym (matriz de pesos) construida pelo treinamento da
SVMsst. Este vetor deve ser posteriormente utilizado na fungdio feste SVMsst

(apresentada posteriormente) para classificar bases.



vi

vetor, classes atribuidas = vetor-coluna com as classes atribuidas pela SVM, por

transdugdo, aos vetores da base de dados néo-classificados.

Para re-treinamento apos execugdo de transdugdo, basta substituir as classes nulas
dos vetores da base de treinamento nio-classificados pelas classes fornecidas pela

SVMsst.

teste SVMsst

FUNCIONALIDADE: Esta fungdo MatLab implementa um médulo de testes para a
SVMsst. A presente fungdo fornece o desempenho da SVMsst, apés treinada, para
uma dada base de teste, que pertenga ao mesmo espago da base de treinamento
previamente fornecida quando da aprendizagem da SVMsst. Para matores detalhes
sobre a implementagio e principais teorias sobre as quais se baseia o presente
software, por favor, consulte o texto completo do Projeto de Conclusdo de Curso
intitulado "Classificacio Automatica de Dados com Support Vector Machines
(SVMs) a Partir de Bases de Dados Incompletas”, disponivel na Biblioteca do
Departamento de Engenharia Mecatronica e Sistemas Mecinicos (PMR) da Poli-

USP.

Esta fun¢io do MatLab pode ser descrita pela seguinte estrutura:

function [acertos, classificacdo] = teste_SVMsst (Wsvim, nome_base, flag_feature)

| | | |

A 4 A4
Variaveis de Saida Variaveis de Entrada

VARIAVEIS DE ENTRADA: (Tipo, nome da varidvel = descri¢des)
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vetor, Wsvm —> vetor-coluna We,y, (matriz de pesos) construida pelo prévio

treinamento da SVMsst (pela fungo SVAss?).

string, nome_base = nome do arquivo que contém a base de dados a ser utilizada

(entre aspas simples).

Esta base de dados deve ser apresentada da mesma forma que a citada na funglo
SVAMsst. As classes informadas na tltima coluna, servirdo para medir o desempenho

da SVMsst em inferir corretamente as classes dos vetores fornecidos para teste.

Caso o usuario deseje apenas classificar os dados da base de teste, sem necessidade
de se medir a performance da SVM, pode-se informar qualquer valor na ultima

coluna do arquivo que contém a base de dados.

int, flag_feature - tipo do feature a ser utilizado para o mapeamento dos vetores
do conjunto de treinamento em algum outro espago matematico mais favoravel ao
treinamento da Support Vector Machine.

Selecionar o mesmo feature utilizado quando da execugdo da fungdo SVMsst.

VARIAVEIS DE SAIDA: (Zipo, nome da varidvel =2 descri¢des)

float, acertos —> porcentagem de acertos obtida pela SVAsst na classificagio dos

vetores da base de teste fornecida.

No caso em que o usuario esta interessado apenas em classificar uma base de dados,

esta saida nfo tera nenhum uso.

vetor, classificacio —> vetor com a classificagdo dada pela SVMsst para cada vetor

da base de testes.
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Caso o usudrio esteja apenas classificando uma base de dados, sem levar em

consideragio a performance da SVM, este vetor sera a unica saida “0til” da fungio.



Apéndice B

Listagem dos c6digos da SVMsst escritos em MatLab
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